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KEY POINTS

Product development processes — how products are developed — are under pressure
to deliver more with less. More functionality, shorter schedules, more software, more
criticality — these are all drivers that push current approaches beyond what the
processes and people can deliver. (Cost vs cost/benefit...)

Systems engineering is a science. Systems engineers are not (only) “experienced
engineers” — there are methods & tools that can and should be applied in a discipline
and taught — not just processes. A large amount of analysis.

Methods and tools define systems engineering (a) requirements analysis, (a)
architecture analysis, (c) model based development and (d) design flows.

Implications: all about leadership, output & impact...

For industry — recognition and adoption of systems engineering is a competitive
positioning — needs to be done correctly and efficiently...

For academia — curricula in systems engineering do not exist and real experience in
systems engineering largely lacking in academia. Customers and
(national) needs are not being met.

For research entities — funding programs need definition, scope and industrial
partnering. NSF, DARPA, EU programs all need to be encouraged. 3



FAVORITE REFERENCES

NASA/SP-2007-6105
Rev1

NASA

Froum HOFSUHLSTAL FUEFILCTE THAT

Quo Vadis, SLD?
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Technigues in Reverse Engineering System Level Design

Recognizing common requirements for co-design of hardware and software

m m mn ll'ml“ in diverse systems may lead to productivity gains, lower costs and
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ABSTRACT | System- level design (SLD}is considered by many
as the next frontier in electronic design automation (EDA) SLD
means many things to different people since there is no wide
agreement on a definition of the term. Academia, designers.
and EDA experts have taken different avenues to attack the
problem, for the most part springing from the basis of
traditional EDA and trying 1o raise the level of abstraction at
which integrated circuit designs are captured, analyzed, and
synthesized fram. However, my apinion s that this & just the
tip of the iceberg of a muchbigger problem that is common to

ellow IEEE

In this paper, | present the challenges faced by industry in
System level design. Then. 1 propose a design methodology.
platfomm- based design (PBD), that has the potential of adares-
sing these challenges in a unfied way. Further. | place.
methodology and tacls available today in the PAD framework
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and that can be used to integrate available tools and methods
together with two examples of its application to separate
industrial domairs.
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al In particular, 1
the obvious differences in the vertical industrial segments tfor
example. consumer. automotive, computing. and communica-
tlon), there 153 commn underlying basisthatcan be explored.
This basis may yield a novel EDA industry and even a novel
engineering field that could bring substantial productivity
gains not anly to the semiconductor industry but to all system
industries including industrial and automotive. communication
and computing. avienics and building automation, space and
agriculture. and health and security. in short. a real technical
renaissance
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I. INTRODUCTION

Electronic design automation (EDA) has played 2 pivotal
rale in the past 25 years in making it passible to develop a
new generation of electronic systems and circuits. Howev-
er, Innovation in design tools has slowed down significantly
as we approach a limit in the complexity of systems we can
design today satisfying increasing conswaints on time-to-
market and carrectness. The EDA community has not
succeeded as of today in establishing a new layer of
abstraction universally agreed upon that could provide
peoductivity gains similar to the ones of the traditional
design flow (Register Trans fer Level (RTL} to GDSIE) when
it was first introduced. Nor has it been able o expand
significantly into new adjacent markets to inarease its total
availble market. Among the adjacencies of interest, I
believe the electronics system market has great potential
singe system companies that are now facing significant

Vil 95, Na 3, March 2007 | PROCEEDINGS OF TE [EEE 467



HISTORY: SHORT, BIASED...

WW Il (“physics”) (Rhodes, Morse...)
Cold War (Hughes)

Space (NASA, Rechtin)

Automotive (ASV)

Cyber (NAE)

Crisis (OSD, cybersecurity...today)
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Why?
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How?

Implications



AGENDA

Why?
Systems, systems views
Product development processes, risk/variability, problems

Need for a change...
What?

How?

Implications



Fuel Cell Power Plant

Robust power production : Tightly Coupled Large Scale Dynamics

Diagram of a fuel cell power plant. Graphical representation of Mass, Energy and
Information transfer in a fuel cell power plant

Fuel Cell Power Plant Model
« > 500 dynamic state variables
» Monolithic DAE system.

» Wide separation of time scales.
* Multi-scale dynamics and control « Highly nonlinear.

* Slow thermal dynamics and very  Large operating range
fast reaction mechanisms leading to . : :
very stiff systems. Simulation FI?’S, C§ alone takes min
* Very fast electrochemical reactions * Subsystem simulations a.re robust.
leading to algebraic constraints. * Full system takes ~30 min to hrs

« Full system simulations are not§obust

» Spatially distributed
 Interconnected system



PEMFC Power Plant Dynamic Model (~2000)

Fuel cell functional decomposition « Multidisciplinary scope (systems design, controls,
component design)

Power
Requirements

» Multiphysics (electrical, mechanical, chemical)

I System Integration

» Multiscale (system, sub system and component)

Control
] Signal '
! ) . Airffuel Shift to H,
Fuel Fuel M, fuel S M | Mixing ratio M ,| CPOX
Processor Controller P, T Valve P, T or ATR
Reformation 4 Y
|| Tfuel Yco
] H, Reformate P, T
Fuel Flow Rates ¥ o
ProCessor PROX || Water-Gas M, air
Cleanup Moist Air Yiyarogen | CONVETtEr Shift Reactor T
| Flow Rates Yeo CO Cleanup
X P, T
Cell Stack o \ v
M, air . M, water .
Array 4" Cathode/Anode/Cooling |<T_> Radiator
Power Power Amps
Conditioning Conditioning Volts
i Yoater Exhaust
Balance of v Yy M. air D - Strong Capability in Place
Plant Recycle Fan Air 4—| ERD I T [ ] - Some Capability in Place
Blower Power Blower l Exhaust - No Capability in Place 9




BUILDING SUBSYSTEM DECOMPOSITION
—| Building Operating Conditions |_| ost Utilities

= | ; —— ,
Safety & N Fire / Smoke Video = Facility
Security Detection and Alarm access |
Xz e . pd
Envelope \ Building Building
Structure Geometry Insulation
z i ;
Information : ) |
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|| |
T | |
Loads Eq?;l;g(;fent Water Heating Other Loads
- I
] |
Lighting | Motion Lights & L
Sensors Fixtures I
i !
Heating, . C
VentilagtJion L Heating & AC = = = = == Distribution
Air Conditi,oning‘ | Equipment (Fans, Pumps)—
: On-Site Gen
Electues Distribution
L | Grid

- |nformation = =——Thermal = Power = = |nterface that is exploited 10



Building Systems Integration Challenge
Complex* interconnections among building components

I Building Operating Conditions | ——— — —_——
T T [ 1
P W NN N ! | i R
. - - o H Ee— | length scales
g i ete I 1
|| Security ‘ . | '_I : o Centralized actuation Occupant movement
o o I | building-scale {louver/damper) eress '
Envel B
St”r\fjectasg ! ! O(10%-10%m) B {walk, elevator)
I ain
5 P
= : ' T HYAC System
Information ! [AHU, chiller
Management 1 ; g
| . Communication purnps, distribution} Building Envelops
- f netiwork ) : Thermals
Loads I floor-scale Active filtration
I O(102m)
Lighting T, P, CO,, 1AQ, Smoke Sensors
m room-scale Distributed Distributed
Heating, [FEETS O(1m) actuation filtration
Ventilation, 831 »
Ll Air Conditicning Ofusec) Ofsec) O(1-10minutes) O(1hr)
M — time scales
Electrical lEtJm I rone oen istribution
L ; il

—— Information = Thermal — Power = =Linkthat is not always exploited

« Components do not necessarily have mathematically similar structures and may involve
different scales in time or space;

 The number of components may be large/enormous

« Components can be connected in a variety of ways, most often nonlinearly and/or via a
network. Local and system wide phenomena may depend on each other in complicated ways

» Overall system behavior can be difficult to predict from the behavior of individual components.
Overall system behavior may evolve along qualitatively different pathways that may display
great sensitivity to small perturbations at any stage

* D.L. Brown, J. Bell, D. Estep, W. Gropp, B. Hendrickson, S. Keller-McNulty, D. Keyes, J. T. Oden and L. Petzold,
Applied Mathematics at the U.S. Department of Energy: Past, Present and a View to the Future, DOE Report, LLNL- 11
TR-401536, May 2008.




SYSTEMS

NASA Systems Engineering Handbook: "(1) The combination of elements that function
together to produce the capability to meet a need. The elements include all hardware,
software, equipment, facilities, personnel, processes, and procedures needed for this
purpose. (2) The end product (which performs operational functions) and enabling products
(which provide life-cycle support services to the operational end products) that make up a
system.”

INCOSE Systems Engineering Handbook: "homogeneous entity that exhibits predefined
behavior in the real world and is composed of heterogeneous parts that do not individually
exhibit that behavior and an integrated configuration of components and/or subsystems."

In the systems approach, concentration is on the analysis and design of the whole, as distinct
from total focus on the components or the parts. The approach insists upon looking at a
problem in its entirety, taking into account all the facets, all the intertwined parameters. It
seeks to understand how they interact with one another and how they can be brought into
proper relationship forthe optimum solution of the problem. The systems approach relates the
technology to the need, the social to the technological aspects. It starts by asking exactly
what the problem is and what criteria should dominate the solution and lead to evaluating of
alternative avenues. As the end result, the approach looks for a detailed description of a
specified combination of people and apparatus — with such concomitant assignment of
function, designated use of matériel, and pattern of information flow that the whole system
represents a compatible, optimum, interconnected ensemble yielding the operating
performance desired. (Ramo) 12


http://en.wikipedia.org/wiki/NASA
http://en.wikipedia.org/wiki/International_Council_on_Systems_Engineering

TYPICAL PHASE GATE DEVELOPMENT

Figure 5.4: A Generic Stoge-Gate New Product Process (Cooper)

Initial Second Decision on Postdevelopment Precommercialization Postimplementation
Screen Screen Business Review Business eview
Case Analysis
Ideation Preliminary Detailed Development Testing & Full Production
Investigation Investigation Validation & Market Launch
(Build Business
Case)

Use gates to bring everything to the same level of uncertainty.
There you look for risks.

13



DESIGN SELECTION UNCERTAINTY

Imprecision

Ideation Preliminary Detailed Development Testing & Full Production
Investigation Investigation Validation & Market Launch
(Build Business
Case)

Systems Engineering = Risk Management (Holding)

14



MODEL BASED SYSTEMS ENGINEERING

The “Design V’ (NASA, MIL STD 499, ARP 4754a)

Detail
Level
System
requirements

Architectural design &
System Functional
Design

Preliminary

Feature Design
Subsystem level integration

and verification

Detailed feature design

) ) Component verification
and implementation

Configuration management
Documentation

Product verification
and deployment

Systems Level integration, test,
calibration, and verification

15



TRADITICMN AL THET

:-_J—I-I :l“q.
10 Mo, G0 VA

Cairalizad Distribubon Remole Distribution
Croufl Braakars, Ralays, Solid-Siate Power Confroliers
and Conlactors and Conlachors

Source: 787 No-Bleed Systems: Saving Fuel and Enhancing Operational Efficiencies by Mike Sinnett, Director,
787 Systems, Boeing, 2007
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ARCHITECTURE & COMPLEXITY

767 Architecture “More Electric” Architecture

O T T

TeTTTeT—

Growth in complexity driven by reliability

17



TESTING, DESIGN FLOW & REQUIREMENTS

Design Flow Burden on Integration &
Testing

Power, T/M
Architectures

Control System Redesign

Architecture

Hardware, Software,
Communications

18



DoD Software is Growing in Size

and Complexity

Total Onboard Computer Capacity (OFP)
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Source: “Avionics Acquisition, Production, and Sustainment: Lessons 19

Learned -- The Hard Way”, NDIA Systems Engineering Conference, Mr.
D. Gary Van Oss, October 2002.



COPO...

Assurance and Early and Continuous Validation

One of the great challenges for both defense and civilian systems is
software quality assurance. Software assurance encompasses
reliability, security, robustness, safety, and other quality-related
attributes. Diverse studies suggest that overall software assurance
costs account for 30-50 percent of total project costs for most
software projects. Despite this cost, current approaches to software
assurance, primarily testing and inspection, are inadequate to
provide the levels of assurance required for many categories of critical
systems. As systems grow in size, complexity, interconnection, and use
of third party components, these challenges will grow substantially. A
further source of challenge is the dynamic nature of modern software
architectures, including SOAs, architectures for autonomy and robotic
systems, and other emerging architectural concepts.

Source?
20



DOD ISSUES IN INTEGRATED SYSTEMS

lpﬂﬁfrﬁ.\sreﬁeia!'m Nesos and Friories A Leter Repart
T2l

One area where the committee
believes that new research would
benefit DoD is the management of
engineering risk in unprecedented
large and ultra-scale systems.
Such systems have engineering
risks associated with early design
commitments related to system
functionality, non-functional
attributes, and architecture. The
research would focus on ways to
mitigate these engineering risks at
early stages of the process
through new approaches to early
validation, modeling, and
architectural analysis.

Preliminary Observations on
DoD Software Research
Needs and Priorities

A Letter Report

Committee on Advancing Software-Intensive Systems Producibiliny

Compurer Science and Telecommunicanions Beard
Division on Engineering and Physical Sciences
The third area, which is just as important as the first
two, is the reduction of requirements-related risk in
unprecedented systems without too great a sacrifice in
systems capability. The challenge in this area has two
parts. First, how can consequences of early
commitments related to functional or nonfunctional
requirements be understood at the earliest possible
time during development? And, second, how can we
make “requirements” more flexible over a greater
portion of the system life cycle? The committee
believes that the most useful research for DoD would
look at ways to achieve early validation—for example,
through modeling, protoptying, and simulation—and
also look at how iterative development cycles can be

MNATIONAL RESEARCH COUNCIL

OF THE WATIONAL ACADEMIES

THE MHATEOMAL ACADEMIES FRESS
Wesdhingtn, 11 C
www.nop.edu

Natlonal Acagemy of Sciences. Al ignts reserved

The second area where DoD has
leading demand and could benefit
from technological advancement is
software quality assurance for
defense systems. Software
assurance encompasses reliability,
security, robustness, safety, and
other quality-related attributes.
Defense systems often include
commercial off-the-shelf
components and may involve global
development—global sourcing is a
reality for major commercial
software products and, additionally,
for commercial custom software and
service provisioning. The needed
research would focus on new ways
for producers and consumers to
create (and validate) a body of
technical evidence to support
specific claims in support of an
overall judgment of fitness.

supported more effectively and, from the standpoint of
risk in program management, more safely.

21



The Developer Approach: Standards
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Electronics, Controls & Software
Shifting the Basis of Competition |

-More functions & features
-Less hardware
-Faster
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STATUS QUO IN SYSTEM DESIGN (V MODEL)
There are several areas where change IS necessary

MIL-STD-499A (1969) systems engineering
Planning  Programming Budgeting Execution process: as employed today

Constrain: N/A  /Constrain: Performance Constrain: Cost i : Conventional V&V
Optimize: Cost Optimize: Cost Optimize: N/A Sourge Sy_Stem_S Verlfl_catl_on techniques do not
Selection Engineering . & Validation .
scale to highly
Cost-centric acquisition process _ _ _ complex or adaptable
. . . Constrain: Performanc€onstrain: Performanc&€onstrain: Performance t i th
. prowdes_ dls-lnceqtlygs to Optimize: Cost Optimize: SWaP Optimize: N/A S)_,S ems (I'e"_ ,O_Se
incorporation of flexibility and with large or infinite
adaptability into system desig numbers of possible
states/configurationsV

N\

L) Cost System Functional erification
D imizatify* Specification & Validatio
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N~—V

arbitrarily

decomposes -
system and
P

largely ignores

complexity —  [™Miz

unde_-swed and v

multi-mode

interactions - \

and emergent |,

system bWaP [ Y ] [L Y ] & Ty nl L Component

behaviors Imlzatloj Power ata & Contro) [Thermal Mg De5|g n
N

SWaP = Size, Weight, and Power == Desirable interactions (data, power, forces & t#ques)
V&V = Verification & Validation == Undesirable interactions (thermal, vibrations, EMI)
_— APPROVED FOR PUBLIC RELEASE. DISTRIBUTION UNLIMITED




UTC PRODUCTS
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— More integration...more software...
more complex operating modes




Agenda

Why?

What?

Discipline...not just experience
Definition — process + analysis

How?

Implications

26



SYSTEMS ENGINEERING
Is a discipline...

Not experience based (or not only)

Core skills
Arrange the design flow (stages...processes)
Produce the design artifacts (model based
analyses carried out at each stage)
Project management and teaming and team
selection (processes, standard, skills)

27



UTC SYSTEMS & CONTROLS ENGINEERING
Scope

Systems engineering is a methodology for product system
level design, optimization and verification that:

Provides guarantees of performance and reliability
against customer requirements (analysis)

Produces modular, extensible architectures for products
(process + analysis)

Exploits model-based analytical tools and techniques
(analysis...verification)

Coordinated execution of a prescriptive, repeatable and
measurable design process

28



SYSTEMS ENGINEERING (UTC)

Systems engineering is the integrated product view and overall management of what will be
delivered including components, communications and controls along with the coordinated
product design including requirements elicitation and analysis, product development
methodologies and allocation of requirements to subsystems and the validation, verification
and certification.

Model based development is a core competence of methodologies and toolsets to
accomplish the systems engineering task that involves translating requirements into product
instantiation through a succession of combined behavioral, physics and
computation/communication models which govern design decisions involving product
architecture and quantify robustness and drive system testing and requirements verification.
Model based development methodologies must be captured in engineering standard work to
manage the work flow across the levels of abstraction of the design and models must form
an integral part of the development process.

Controls is a key enabler in systems engineering that focuses on providing functionality that
is often difficult to provide with a fixed design, moreover, controls can be used to reduce
effects of uncertainty on product functionality. Control consists of the algorithmic connections
between the physical components and the conversion of the performance requirements into
product functionality.

29



PLATFORM-BASED DESIGN

Executable specs, early validation, virtual platforms

PD1: Functiona

Analysis

Reguiramenis Archileciur

Platfor
Abstracti

PD2: Architecture Analysis 7

Generation
e
F 4
PD3: System /
Optimization VEV

Virtual Integration of
Sub-System(s) w/

Network Protocol,
Test, and Validation

Subsystem (Airlab)
Integration & Testing

4 POR

DD: Component Design &
Software Specification

& cor

LRU Testing

30



AGENDA

Why?
What?
How?
Verification — rigorous requirements, formal methods

Variability — robust design (uncertainty quantification)
Architecture - identification (and evaluation) (models)

Implications

31



VERIFICATION...

Alice Architecture | |_

Richard M. Murray
Control and Dynamical Systems
California Institute of Technology

11 February 2009

32



ARCHITECTURE...

ging/ Process Health
Manager

Elevation
Finding Mapping

Gimbaled 2
Sensor Path
Follower

1
1
O — SeNSING------——======——————— - 1
1
How did we come up with this? :
1
® Step 1: requirements analysis - what does Alice need to ! Logic P|anner.
be able to do? Based on specs given by DARPA -
e Step 2: functional decomposition - what are the basic { F T T T T T atisedo s g T 7 RoabDrecioNl
elements required to function? Designer choice ] 1
® Step 3: scenario generation and iteration - can it do what | pacng fvshed o1 dbsiale deappeared | 1
we want? Some simulation; mainly paper-based | o collionree path exista Afoe has been stopped for fong no collision free path exists - u 1
. . . DRNPS , : PS5 e STOPS
® Step 4: interface specs (50% inherited = software reuse) | ol res patf s found collson-iies path iz faund o collsion-fee pah exizts |
collision-free path . o and the numiper of times Alice
Team Caltech, Apr 07 Richard M. Murray, Caltech CDS | o colision-free path exésts and the has switched o the DRAR |
numbst of times Alice has switched state near thi cunrent position
| no collision-iree path exists o "“; D'_‘-'I’-“*:hﬂ‘e near "": E'l“’l:j‘ is less than sme treshoid |
position is less than some threshol
I backup finished Collsion-Tree path i DAPRE e !
| orfailed and the _ 1
» number of imes Alicz o olison e
] o eallision-fre has switched to BACKUP e 1
path exists is less than some threshald -
I fthan one lane I
no coliision-free path exdsts and the number
| backup finished or failed andthe of times Alice has switched 1o the DR,P,R 1
5 _number of times Alice has e state near the current position exceeds som
| 4.% 'to BACKUP exceeds some thisshold |2 'CKUP [¥reshoid and there & more than one lans 1
DRA
I collision-free path is found o collision-free path exists and the number of imes Alice has switched to the DR,P,A I
. : " state near the curent position exceeds some threshold and there is only one lane
I eforase ouns I
5 go collision-free path exists
| no collisiondree path exists |
DAB | | sTo8
I |: collision-free path is found I
T T oo TR il el = T T < nowlisonfies pathemsts . . — — = -
and there is only oRe | there is more than one lane
collision-free path with DR,P,R is found 33
Team Caltech, Jan 08 Richard M. Murray, Caltech CDS 17




METHODS & TOOLS...

GCDrive FSM Verification

Unknown Paused Disabled
stop hle
initial stale on starl depress brakes Fstop Disable depress brakes
| - | -
reject all directives send trns disable
excepl sleenng = reject all directives
_ [ . T S
Estop FstopPause 7 Estop Disablk
Run — 1
L] |
. . Shift cend o
esuming unning | Shilting
R R 1 = Shilting
= slan bmer on enlkry Lol ~ normal operating slale = reject all directives
t -
transition aler 5 sec process all direclives iransition when shifl
d 1 is completed
Shif done

Verification using temporal logic (Lamport’s TLC, TLA+)
¢ Model follower, Actuation Interface, DARPA, accModule, transModule in TLC
e Shared variables: state, estop, acc, acc_command, trans, trans_command

Verify the following properties

e [((estop = DISABLE) = ((state = DISABLED » acc =-1))

e [((estop = PAUSE) = ()(state = PAUSED v estop = DISABLE))

e [((estop = RUN) = ()(state = RUNNING v state = RESUMING))

e [J((state = RESUMING) = ()(state = RUNNING v estop = DISABLE v estop = PAUSE))
e [J((state  {DISABLE, PAUSED, RESUMING, SHIFTING} = acc =-1)

NCS, 30 Nov 07 Richard M. Murray, Caltech CDS
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FROM STRUCTURED ENGLISH TO LOGIC

1. No AC bus shall be
simultaneously powered Pattern-Based
by more than one AC Contract Temporal

source. Specification Logic

Compatibility?

Consistency?

2. DC buses shall never Language
unpowered. Refinement?
| ®0 6 . Dialog @00 [ MainWindow
Specification Editor Common Patterns Name Environmentivariables
if system is sensing ghl_ Basics eps_contract ::;‘
then do \ System Specification gh3:

env starts with ( ) |

if system is sensing gh1l_then do gcl_ rhl_
if system is sensing gh3_ then do gc3_ rh2_

always () | if system is sensing gh1_and gh3_ then do ((not gc2_) and (not c1_) and (not c2_))
if system sensed not ghl_ then do countl_
Conditions if system activated countl_ and sensed not ghl_ then do gc2_ and c1_and not c2_ Add Remove
if system sensed not gh3_ then do count2_
if _then _ | if system activated count2_ and sensed not gh3_ then do gc2_ and not c1_and c2_ System Variables
T always ¢5_and c6_ =
" " \ if system is sensing rh1_and rh2_ then do not ¢3_and not c4_ -
_ifand only if _ | d - - - i rc2_
— o rcl_if and only if system is sensing rh1_ ]
do rc2_if and only if system is sensing rh2_ muntz'
system is sensing ( ) | if system sensed (not rh1_) or (not rh2_) then do count3_ cuunt3_
3 if system activated count3_ and sensed (not rh1_) or (not rh2_) then do c3_and c4_ -
system is activating ( ) |
; Add Edit Remove Add Remove
system sensed ( ) |
- | Compatibility Synthesize Reset Open . Save
system activated ( ) | B

Activity monitor
Macros

( Jisseton( )and reseton( ) _'I

B e I CyP)



Analysis of Requirements: Overview

The Dilemma: complex systems leads to complex requirements
Complex behavior is difficult to capture in any natural language like English

Typical Requirement Flaws

Ambiguity The natural language is not clear and it has to be “interpretation” is required

Non-determinisSm The requirements allow to have choices at implementation level This does not mean
that implementation must be non-deterministic.

Inconsistency Some requirements are inconsistent to each other if they do not allow a solution that
satisfies all of them.

Vacu ity A requirement is vacuous if by satisfying the other requirements it is implicitly satisfied.

Realizability The requirement is not capable of being physically implemented

Completeness Al possible conditions would be covered.

EXxtraneous The requirement does not belong to function being specified
Neg ative Requirements makes verification difficult

General Requirements makes verification difficult (always, under all conditions)



TRADITICMN AL THET

:-_J—I-I :l“q.
10 Mo, G0 VA

Cairalizad Distribubon Remole Distribution
Croufl Braakars, Ralays, Solid-Siate Power Confroliers
and Conlactors and Conlachors

Source: 787 No-Bleed Systems: Saving Fuel and Enhancing Operational Efficiencies by Mike Sinnett, Director,
787 Systems, Boeing, 2007
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SYSTEM SIZE AND INCREASED INTEGRATION

Increase reliance on electric power Iin aircraft raises
complexity of system due to integration

Increased use of software and networks to provide system
functionality

System Fault Number of Configurations

No fault 1
Single contactor fault (Stuck Open) ~12
Single contactor fault (Stuck Open and Stuck ~26
Close)

Single component fault (i.e. contactor, TRU, ~40

Bus, BPCU, GCU failure)

Dual failure operation ~1,000

Typical conventional system (Single cruise mode system configuration)
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MODEL BASED VERIFICATION TECHNIQUES

Need to manage complexity growth in cost/schedule effective manners

Develop models at the different abstraction layers to enable early and consistent

guidance

Use analysis (formal analysis) to design and verify correct behavior at different

layers

Customer
specification

System
Requirement
Document

Derived
Requirement
Document

Validation/Verification techniques

System Behavioral

Model

Component Model

Formal analysis

Formal analysis of discrete
systems

b

Software Implementation
Model

Physical testing
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MODEL CHECKING

Use Formal Model of the controller/software and determine whether properties (i.e.
requirements) are met for all possible input sequences

Looks at all possible behaviors of the system

Automated procedure if the system is Finite State

Model
(system requirements/ MOde'T%rc‘)kaef

functionality)

NO and a counterexample
(sequence of inputs) is given

Specification
(System property)
System/function modeled as
Finite State Machine

Requirement formalized using
(temporal) logic
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PLATFORM-BASED DESIGN

Executable specs, early validation, virtual platforms

PD1: Functiona

Analysis

Reguiramenis Archileciur

Platfor
Abstracti

PD2: Architecture Analysis 7

Generation
e
F 4
PD3: System /
Optimization VEV

Virtual Integration of
Sub-System(s) w/

Network Protocol,
Test, and Validation

Subsystem (Airlab)
Integration & Testing

4 POR

DD: Component Design &
Software Specification

& cor

LRU Testing
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AGENDA

Why?
What?
How?
Verification — rigorous requirements, formal methods

Variability — robust design (uncertainty quantification)
Architecture - identification (and evaluation) (models)

Implications
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FIXING DEFECTS...COST & PLACEMENT

Design Errors — What it Costs

The cost of fixing a single defect: -T; -
« $35 during the design phase &
« $177 before procurement

« $368 before production
« $17,000 before shipment
 $690,000 on customer site

Mr. Hiroshi Hamada, President of Ricoh

I ‘[I @ @I]ﬂ Source: European Community Quarterly Review, Third Quarter 1996
image Communication
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DESIGN FOR SIX SIGMA

Reliability Allocation QFD

=== i

- —

........ ‘;t-l_-l
e . izl s
) e B e : © Mfg Ca pablllty Plan
| L lid kel &
F- - Statistical st Plans
Verification
Test Flans MASC Functional Modularity

'|:| [

equirement
Document |-

= Concept
/ Generation

Pugh Process

Subsystem Test Plans

Off Nominal
Operation
Verification Tests

Off Nominal Capability Reliability
Production Cpk Scorecards Verification
4 Verification Tests

b Production Venfication

A J
o




BEST PRACTICE TO MITIGATE RISK

Design for Six Sigma: Methods & Tools
Customer voiced requirements

QFD conversion to measurable metrics

Concept Engineering

Target cascading

Potential (design) FMEA

Design of Experiments

Critical Parameter Management
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VARIATION: LEADING INDICATOR OF YIELD

“Statistical Engineering”

Focus on variation )

. /4 o - -
in the context of the I a”at|0n In Enerqgy

Laws of Flow, State &
Conservation of Transformations These are leadinag
Energy & Mass indicators of

WHAT exactly reliability & quality
do we measure?

< Variation in
Information Flow,

Variation in Mass
Flow, State &

State &
Transformations

Transformations
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CRITICAL PARAMETER MANAGEMENT

CPM is the analytic ability to compute performance variance
statistics from the sensitivity impact of low level design variation
all the way up to customer operation experience

@ cooling
b4 ¥ (W) pump . - .
e _ Rapid Mitigation
exchangerl=—"_| @ chiller Description | Owner
M Od el E % 55CSpec - ScoreCards LOCK: o
" control valve E}&J System Hequirements Owner _ﬁ 1 . P ROB L EM .
' ¢ Suztem Rgrnt #1 LOCK tom R
* Eg System Fgmnt #2 LOCK tom Performance
T cooling coil ¥ SHCFR #2 LOCK tom 1 ihi
o 5&: Sub-Requirements Owner Varlabl I Ity Gap
Fmode A Ryfan EF5E SubSys Rgmnt #1-3 LOCK:tom
Fmode 8 room Ej’ 55 CFR B13 LOCK:tam Mm
Fmode C - Sub-Requirements Owner | |
s Sub-Assy Figmnt #1-2 LOCK:tam \ 4. Other system
. LS cacrr#1-2 LOCK:tam .
Fmode G Cau SES Component Fgmnt #1 LOCK tom vari ables
L5 CTF #1 LOCK. tom i i
Fmode H
Fmode | E Component Fgrmnt #2 LOCK: tam jwm avallable InStead
Fmode J LB CTF#2 LOCK:tom | to fix problem
Fmode K I 86 Sub-Sps Rgmnt #2-2 LOCK:tom P
EH:S Subsystems Owner
[ Sub-Systemn #1 LOCK:tam
[ Sub-System #2 LOCK:tam
EH | Sub-tasembly #1 LOCK: torn jk j k j k
[+ Individual Component LOCK:tam
A Redesigned System 2. Root Cause 3. Other component

of unexpected variables available

) - excess variation instead to fix problem
Yield Prediction P 47




Model-Driven Product Development

MASC provides a basis for allocating system requirements to components.

Draft

Targets Prototype  Adjust On Spec
ATORyaft
Market ATORtarget
Requirements
Models Mgdels
Elevator Yiarger Yiraiohe Yo
Requirements : prototyp on targe
SIMBA Models = £
S
Subsystem Ydraft % target M VYactual  Yadj . § Yspec
Requirements S <
Con_1p_o_nent Xdesigned  Xadjusted Xspec
Definitions
1 months 1-2 months 1-3 months
&%\\ (‘;//\ ATOR errely
=D U0
Marketing & Engineering 7 ol
(by MASC & Customer Req.) : |
||| Meets Requirements
Model Svstem * No major redesigns
e ; *No added cost
* predict feasible performance

« flow down requirements

= create component (SIMBA) level requirements

requirements

Subsystems developed with
appropriate system level noisc

/ I *No delays
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AGENDA

Why?
What?
How?
Verification — rigorous requirements, formal methods

Variability — robust design (uncertainty quantification)
Architecture - identification (and evaluation) (models)

Implications
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ITAPS: Integrated Total Aircraft Power Systems
UTC is uniquely positioned to assist airframers in developing system solutions

« Complete Power, Fuel and Thermal Management Product Portfolio

* ITAPS has assembled this capability into a functional entity
— Concepting methodology for generating integrated power system architectures
— Integrated power system design tools
— Process for accelerating technology development of enablers identified in studies
— ITAPS welcomes airframer participation, shares responsibilities
— ITAPS is willing to partner to extend system scope beyond product line

Anti-lce
Fuel Boost :

Electric Power Cabin Pressure
Pumps

) G_eneration Fans OBIGGS Control

LR e S L. A —
A

- - b

.

APU @ = ,
R :
S -

- - - e ——
e ety € - Ve — v . [T T ), ssspasess |

Electric Power ' . Emergency
Distribution Secondary Actuation — ECS Packs RAT

— J
Engine Systems ; Propulsion Systems
Pneumatic Systems ‘

Primary & Secondary

Actuation
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Concept Evaluation Phase

Svystem-level multi-disciplinary analysis establishes vehicle-level impact

Mission System Integration
Area 1 Fuel_ Burn Emissions
IIIIIEI:I)rIaIgI)IIII IIIlg?glple-Sllfels-[I:rIuIStl)lll II,\IIOIiE?IIIIIll§tlalrtlIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIII
[] Shaft Torque Exhaust
. a Temp
Flight . . . y
Thrust 9, Engine | Pover Engine | Mo
Ram Profile < ; < ATS > APU
& Shaft Scoop Cycle | Accessories :
A . Shaft Hydraulic A.A
rea LY Speed IDG 4 Pump Aux Gen | M
N .([.)rag) P Extraction Extraction, Extraction
Cabin v P T Pump
. Pressurization P T Loads
Pneumatic| — ECS |«
A A Cabin and
AINHEX PAX Loads
I_IIIIIIIIIIIIIIIIIIIIIIIIILOadSIIIIIIIIIIIIIIIIIIIIIIIIII EEEE g EEEEEEEEEEEEEEEEEEEEEEEEEEEREEEEEENENI
] Hotel
v Loads ACMP
. Loads
Electrical Fan <
Power EPG & DS
A Fuel
L Pump
I_IIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIlllllllllllllteadgllll EEEEEEEEE NN NN EEEEEEEEEEEEEEEEEEEEEENI
Power Shaft
Needs v Speed
Hydraulic Flight -
Profile Actuation
Fuel Flow Rates
Engine Oil Loads AJF or A/O
Fuel v Loads
ue .
Fuel Comp. |«




IMPLICATIONS

Industry

Product & product development — (potentially huge) impact to industry
practice; barriers are skills, scalability of methods, full embrace of
computational methods & tools - numerics) and overall cost

Policy

Research — opportunities and need (compelling — DARPA, NSF,
EU)...barrier is the need to effectively encourage and promote — missing
National impact

Academia

University curricula — fundamental changes needed, barrier is faculty
background & skills and siloing in departments; mathematics &
methodology (& tools)
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Desired Desigh Approach:

Platform-Based Design

Executable specs, early validation, virtual platforms

PD1: Functiona
Analysis Reguiramenis Archileciur

Virtual Integration of

Platform Sub-System(s) w/

Abstracti

Network Protocol, Test,
and Validation

PD2: Architecture Analysis 7

Generation
-==7 Subsystem (Airlab)
7 Integration & Testing
PD3: System /
Optimization VEV

PR———  Nemmmcccaca-

DD: Component Design &

Software Specification LRU Testing

& cor

iCyPhy — UC Berkeley, Caltech, IBM, UTC
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. p . fﬂ;
L (. f
¥ .
" \

lr'\i:%Structure of the Research Program

Task 1.1 Task 1.2
Co-Simulation foundation | | Co-Simulation platform
e ~N and architecture implementation
Task O
Requirement
formalization Task 2
and Contract- MoCs for SysML
Platform-
Based Design
Methodology Task 3
Formal Control Synthesis enhancements
\_ /
Task 4
K [Design Space Exploration and Performance Analysis ]
Task 5.1 Task 5.2 Task 5.3
Design Driver Design Driver Design Driver
Modeling Modeling Modeling




KEY POINTS

Product development processes — how products are developed — are under pressure
to deliver more with less. More functionality, shorter schedules, more software, more
criticality — these are all drivers that push current approaches beyond what the
processes and people can deliver. (Cost vs cost/benefit)

Systems engineering is a science. Systems engineers are not (only) “experienced
engineers” — there are methods & tools that can and should be applied in a discipline.

Methods and tools define systems engineering (a) requirements analysis, (a)
architecture analysis, (c) model based development and (d) design flows. A large
amount of analysis.

Implications: all about leadership, output & impact...

For industry — recognition and adoption of systems engineering is a competitive
positioning — needs to be done correctly and efficiently...

For academia — curricula in systems engineering do not exist and real experience in
systems engineering largely lacking in academia. Customers and
(national) needs are not being met.

For research entities — funding programs need definition, scope and industrial
partnering. NSF, DARPA, EU programs all need to be encouraged. 55
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